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Though hydrogen and lithium have been assigned a common column of the periodic table, their
crystalline states under common conditions are drastically different: the former at temperatures where
it is crystalline is a molecular insulator, whereas the latter is a metal that takes on simple structures. On
compression, however, the two come to share some structural and other similarities associated with
the insulator-to-metal and metal-to-insulator transitions, respectively. To gain a deeper understanding
of differences and parallels in the behaviors of compressed hydrogen and lithium, we performed an
ab initio comparative study of these systems in selected identical structures. Both elements undergo
a continuous pressure-induced s-p electronic transition, though this is at a much earlier stage of
development for H. The valence charge density accumulates in interstitial regions in Li but not in H
in structures examined over the same range of compression. Moreover, the valence charge density
distributions or electron localization functions for the same arrangement of atoms mirror each other
as one proceeds from one element to the other. Application of the virial theorem shows that the kinetic
and potential energies jump across the first-order phase transitions in H and Li are opposite in sign
because of non-local effects in the Li pseudopotential. Finally, the common tendency of compressed H
and Li to adopt three-fold coordinated structures as found is explained by the fact that such structures
are capable of yielding a profound pseudogap in the electronic densities of states at the Fermi level,
thereby reducing the kinetic energy. These results have implications for the phase diagrams of these
elements and also for the search for new structures with novel properties. C 2015 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4928076]

I. INTRODUCTION

Hydrogen (H) typically graces the top of Group 1 of
the periodic table, yet it is rarely termed an alkali metal.1,2

Recent high-pressure experiments have put the distinction
between H and the lightest alkalis in a new light. New phases
of H have been observed experimentally3–6 and predicted
theoretically.7,8 Though those of H remain molecular over a
broad range of P − T conditions,9 H begins to share struc-
tural similarities with Li at certain pressures. H transforms to
threefold coordinated layered structures consisting of distorted
graphene sheets (200-350 GPa), whereas Li, which has bcc
and 9R structures at low pressures, transforms to threefold
coordinated, non-closed packed structures (40-450 GPa).10–13

In addition, both elements have maxima in their melting curves
and exhibit low-temperature melting at megabar (>100 GPa)
pressures.13–19 But most notable actually is a distinction in their
electronic transitions, with an insulator-metal transition in H
versus a metal-insulator transition in Li on compression. The
conventional view that H undergoes pressure-induced disso-
ciation to form a simple monatomic metallic solid2 has been
replaced by the realization that the material passes through
a semiconducting-semimetallic state with complex structures
that are far from close-packed.20 In contrast, starting at
low pressure, Li becomes a poorer metal with increasing

compression,21 with a gap opening above 80 GPa, somewhat
the reverse of the conventional dogma that all materials must
become (or remain) metallic at high pressure. Li re-enters a
metallic state above 120 GPa.27

As pointed out previously,22 the Hamiltonians of H and
Li are quite similar. Expressed in terms one- and two-particle
density operators ρ̂(1) and ρ̂(2), we have for hydrogen,

Ĥ = T̂p + T̂e +
1
2


V

dr


V
dr′ vc(r − r′)

×

ρ̂
(2)
p (r, r′) − 2 ρ̂(1)p (r) ρ̂(1)e (r′) + ρ̂(2)e (r, r′) , (1)

while for lithium,

Ĥ = T̂n + T̂e +
1
2


V

dr


V
dr′ vc(r − r′)

×

9 ρ̂(2)n (r, r′) − 6 ρ̂(1)n (r) ρ̂(1)e (r′) + ρ̂(2)e (r, r′) , (2)

where the indices p and n are used to distinguish between
the proton and Li nuclei, the T̂ are kinetic energy opera-
tors for the electrons and nuclei, and vc(r − r′) = e/|r − r′|
is the fundamental Coulomb interaction. The conventional
light metals, Li and Na, are, as noted, textbook examples of
simplest s-metals—at normal pressure and room temperature,
they all crystallize in the bcc structure and are described well
in the nearly free-electron (NFE) approximation by using

0021-9606/2015/143(6)/064702/12/$30.00 143, 064702-1 © 2015 AIP Publishing LLC

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

128.253.86.23 On: Tue, 15 Sep 2015 13:57:00

http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://dx.doi.org/10.1063/1.4928076
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4928076&domain=pdf&date_stamp=2015-08-12


064702-2 Naumov et al. J. Chem. Phys. 143, 064702 (2015)

perturbation techniques up to the second order in a weak
pseudopotential.23–25 Naively, one can expect them to remain
highly coordinated metals and become even more free-elec-
tron-like as pressure increases. However, when compressed,
they undergo a number of phase transitions, first to fcc and then
to more complex structures with relatively low symmetry and
coordination numbers and, what is more unexpected, become
less conductive and even insulating. Li, for example, undergoes
a metal-semiconductor transition at 80 GPa26 prior to re-
entering a metallic phase,27 whereas Na becomes optically
transparent above 180 GPa.28

Exotic and often counterintuitive behavior of these and
heavier alkali metals under pressure has received intense atten-
tion in the last decade (e.g., Refs. 21 and 29–35). A notably
interesting feature of high-pressure phases of the alkalis is
the tendency toward interstitial localization of charge which
resembles that seen in the unusual class of materials called
electrides.10,11,21,35–42 Classical electrides are complex organic
and, as a rule, non-metallic compounds in which some elec-
trons occupy interstitial regions or cavities rather than residing
on the alkali-metal nucleus or near them.43–46 Neaton and
Ashcroft21 were the first to show that this type of localization
can be induced in elemental metals under pressure. Using first-
principles pseudopotential calculations, they predicted that
above 100 GPa, Li adopts a semimetallic low-coordinated
“paired” Cmca-4 phase with charge density peaking in the
interstitial regions, loosely analogous to organic electrides.46

Later, similar behavior of valence electron distributions was
found in a number of experimentally observed phases realized
in Li (bcc,47 cI16,39 oC88, oC40, oC2441), Na (hP426), and Cs
(Cs-42 and Cs- 38). The descriptions of the interstitial charge
density-maxima form are presented in Refs. 21, 35, 38, 40, 46,
48, and 49 and are examined further in detail in Ref. 50.

Here, we re-examine the above phenomena by considering
selected prototype structures for the lightest alkalis, H and
Li. The Cmca-4 structure is among the lowest energy phases
considered for Li,21 and it has also been well-studied as a high-
pressure structure for hydrogen.51 This structure has four atoms
per primitive unit cell (or 16 atoms per conventional unit cell)
and can be continuously derived from the fcc by introduc-
ing a Peierls-like distortion that doubles the lattice parameter
along the [001] direction but is also accompanied by a strong
homogeneous deformation. We also examine selected other
structures for H and Li, including those both experimentally
established and predicted previously by theory.

Our analysis reveals parallels between H and Li that can
be understood in terms of pressure-induced changes in the
associated electronic structures and bonding of the two ele-
ments under pressure. Whereas in Li, the s-p hybridization is
already well underway at 1 bar; in H, such hybridization takes
place only at elevated compressions—H behaves as a high
pressure version of Li. All common structures exhibit distinct
valence charge densities and/or electron localization functions
(ELFs) that mirror each other. Using the virial theorem, we
demonstrate that first-order pressure-induced phase transitions
in H and Li are accompanied by discontinuous jumps in kinetic
energy that are opposite as a result of orthogonality. We also
show that both compressed H and Li tend to adopt three-
fold coordinated structures capable of forming a pronounced

pseudogap (if not a real bandgap) at the Fermi level in the
density of states (DOS). The results also reveal parallels to
predictions of important early generalized valence bond calcu-
lations of metallic bonding in atomic clusters.55,56 Analyses
of the results provide a unifying picture for the electronic,
bonding, and structural properties of the light alkali metals.

II. THEORETICAL METHODS

At a one-electron level, both solid H and Li can be accu-
rately described by using pseudopotentials. Though the H atom
lacks core electrons, it is possible to generate a pseudopo-
tential such that it is soft and has no bound states (as for
any other atom). Such a pseudopotential allows the use of
softer wave functions that reach convergent results faster. Re-
moving the cusp of the 1/r potential has only a slight effect
on properties such as the electronic spectrum and total en-
ergy,53 as discussed further below. Our calculations were per-
formed using norm-conserving pseudopotentials and the all-
electron projector augmented wave (PAW) method as imple-
mented in the ABINIT package. PAW atomic data and norm-
conserving pseudopotentials were generated with ATOMPAW
and OPIUM codes using Perdew-Burke-Ernzerhof GGA func-
tional. In the case of norm-conserving pseudopotentials, the
cutoff radius rc has been chosen to be 0.5 and 1.25 bohrs for H
and Li, respectively; this radius is less than 1/2 of the shortest
interatomic distance in the target calculations. Use of pseu-
dopotentials along with a more accurate PAW formalism al-
lowed separation valence and core electrons in order to explic-
itly evaluate how their behavior is effected by the orthog-
onal effects imposed by the cores. The pseudopotential calcu-
lations were tested against the PAW calculations, and very
good consistency between the two was found. A cutoff en-
ergy of 100 Ry was used for the plane-wave expansion of the
valence and conduction band wave functions. A 20 × 20 × 20
Monkhorst-Pack k-point grid has been used in the case of
three-dimensional structures and a 20 ×20 × 1 grid in the case
of graphene lattice.

We exploit the virial theorem, which in the framework
of the local-density approximation (LDA) pseudopotential
theory can be expressed by the following relation between the
pressure P, total energy Etot, and kinetic energy Ekin of the
system:52,54

Etot = −Ekin + 3PV +


ρ(r)(4εxc − 3µxc)dr

+

i, µ


ψ∗i (r)


l


d(r ′Vµ,l(r ′))

dr ′
P̂l



r′=r−Rµ

ψi(r)dr, (3)

where V = ΩN is the volume of the system, ρ(r) the valence
charge density, εxc the exchange-correlation energy density,
µxc the exchange-correlation potential,ψi(r) the wave function
of the occupied state i, Vµ,l the unscreened pseudopotentials, P̂l

the angular momentum operator, and Rµ the position of atom µ.
Expression (3) immediately allows one to write the following
expression for the enthalpy H = Etot + PV:

H = −Ekin + 4PV +


ρ(r)(4εxc − 3µxc)dr

+

i, µ


ψ∗i (r)


l


d(r ′Vµ,l(r ′))

dr ′
P̂l



r′=r−Rµ

ψi(r)dr. (4)
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It should be noted that for the nuclear 1/r potential, the last
term on the right hand side (rhs) of Eq. (4) is identically zero.
When the real potential 1/r at the origin is replaced by a set
of norm conserving pseudopotentials Vl, this term becomes
finite and usually negative. In the case for H, however, it is
relatively small because the main component (Vl=0) of the pseu-
dopotential is hard and imitates well the original 1/r potential
attributed to an absence of any core states. In contrast, in Li, the
2s electrons see a cancelled (pseudo)potential because there
are core states (1s) with the same angular momentum. At the
same time, the 2p electrons see an almost full potential because
there are no p core states with which they would be required
to be orthogonal.

III. RESULTS AND DISCUSSION

A. Electronic structure overview

The core configuration for Li [1s2] leads to a small ener-
getic separation between the 2s and 2p states: the 2s electrons
lie somewhat lower in energy because they penetrate the inner
1s shielding shell deeper than 2p (Fig. 1). When a Li atom
is placed in a helium cavity mimicking the external pressure,
both its 2s and 2p levels rise with external pressure. But the
2s level goes up more steeply, so that 2p falls below 2s.35

This tendency is retained in going from the confined atoms
to compressed bulk materials. As a result, pressure-induced
changes in electronic and structural properties in Li have been
attributed to an s-p transition in electron density.29,34 The 2p
and 2s orbitals hybridize, leading to a (pseudo)gap at the
Fermi level and accumulation of the electrons in interstitial
voids.21,40,55,56 The 2s-2p transition in Li is analogous to the
electronic transitions in other alkali metals, for example, Na
where the strong localization of valence electrons in the inter-
stices is attributed to s-p (-d) hybridization.50

In contrast, a hydrogen atom has no core electrons, and
the separation in energy between the frontier orbital (1s) and
higher-energy orbitals (2s, 2p . . .) is relatively large (Fig. 1).
This has led to the view that no s-p transition takes place in
hydrogen under pressure.29 Even though the atomic 2p level
is significantly higher than the 1s level (by ∼10 eV), in solid
structures under pressure, the conduction 2p band moves to

FIG. 1. Energy level diagram for isolated H and Li atoms. The valence and
next higher energy levels are circled.

lower energy and mixes strongly with the valence 1s band,
playing a role in the process of pressure-induced metallization.
In contrast to H, in Li, the valence electrons localize in the
interstitial regions where the crystal potential is maximal, a
property that is structure-independent, as we show below.

B. Model fcc structure

Figure 2 shows the energy band structure, electronic DOS,
and 2D electron localization function distribution in a (110)
plane for H in model fcc structure as a function of compression.
In all cases, the Fermi surface does not contact the {111}
Brillouin-zone planes, i.e., the Fermi level is lower than the
energy level at the L point. Moreover, with increasing pressure,
the Fermi surface becomes progressively more spherical and
the occupied bandwidth ∆E dramatically increases by a factor
of 2.8 as the lattice parameter a decreases from 5 to 3 bohrs
(Table I). With a high degree of precision, the bandwidth scales
as 1/a2, in other words fits the free-electron prediction. Though
the occupied band is mainly of 1s character, a gradual transfer
from s to p orbitals takes place, as seen from the orbital by
orbital contributions to the DOS. The ELF exhibits global
minima at the octahedral sites located in the middle of the main
body diagonals, exactly at the points where the crystal potential
shows global maxima. It is worth noticing that the lowest partly
occupied single-sheet energy band is split from the rest of the
band structure (this is not the case for fcc-Li).

The situation changes considerably in passing from H to
Li (Fig. 3). The lattice parameters are chosen such that they
correspond to three different relationships of the Fermi surface
to the {111} planes: (i) just before touching, (ii) at the point
of touching, and (iii) after contact. The latter coincides with
the passing of the Fermi level through the L point and giving
rise to a Van Hove singularity. In contrast to the behavior of
H, now the states around the Fermi level for Li are mostly
of p-character, even in expanded lattices corresponding to an
effective negative pressure. Under applied pressure, the p-
component further increases, a process that is accompanied by
widening of the gap at L (see also Ref. 21). The latter can be
easily understood if one notices that the singly degenerate state
at Γ and the second lowest energy state at L are pure 2s states
(panels (a), (d), and (g)), but the lowest-energy state at L is a
pure 2p state. Therefore, a wide s-p hybridization gap opens at
L. This, however, does not lead to a noticeable minimum in the
DOS at the Fermi level. Interestingly, an extremely deep min-
imum does develop but at a higher energy corresponding to an
effective filling of 2 electrons. This situation has parallels that
of Be, where strong s-p hybridization leads to a pronounced
pseudogap at the Fermi level.57

Notably, the occupied bandwidth in fcc-Li scales closely
with the inverse of the lattice parameter, i.e., 1/a in contrast to
1/a2 found for hydrogen (Table I). To understand this differ-
ence, suppose for a moment that both H and Li are nearly
free-electron systems. As such their lowest energy bands E(k)
can be described by only two parameters V111 and V200, the
Fourier components of the atomic (pseudo)potentials corre-
sponding to the shortest reciprocal vectors G111 and G200.
These components can be easily extracted from Figs. 2 and 3 by
inspecting the splitting of the energy levels at the W and K ≡U
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FIG. 2. Calculated static lattice band structure, density of states per electron (DOS), and electron localization function (ELF) values for H in the fcc phase
corresponding to three different lattices parameters a and pressures P: ((a)–(c)) a = 5 bohrs, P =−2.4 GPa. ((d)–(f)) a = 4 bohrs, P = 31.4 GPa, and ((g)–(i))
a = 3 bohrs, P = 647 GPa. In (a), (d), and (g), the size of red circles is proportional to the 1s character of the wave functions. In (c), (f), and (i), the ions are
centered in the red regions; the ordinate points are along [001] and the abscissa is along [110].

points, as discussed in Ref. 58. Table I presents the components
V111 and V200 found in such a way that they reproduce the
energy splitting at W exactly and only approximately (but still
reasonably well) at K.

One can see that both V111 and V200 are negative in H,
while they are positive in Li. Moreover, when measured rela-
tive to the bandwidth ∆E, they progressively decrease with
the lattice parameter a in H; the situation is opposite in Li
where, for example, V200/∆E at a = 6 bohrs is as large as
1.01. These results are fully consistent with the fact that the
Fermi surface “sphericalizes” in H but elongates and touches
the {111} Brillouin faces in Li as the systems are compressed.

TABLE I. Fourier components of the atomic pseudopotentials V and band-
widths ∆E (in eV) for fcc H and Li at different lattice parameters (bohrs).

System Hydrogen Lithium

a 3 4 5 6 8 10

V111 −4.73 −3.85 −3.34 3.27 1.17 0.77
V200 −3.77 −3.13 −2.78 3.93 1.63 1.12
∆E 35.57 19.35 11.75 3.90 3.65 2.73
V111/∆E −0.13 −0.20 −0.28 0.84 0.32 0.28
V200/∆E −0.10 −0.16 −0.24 1.01 0.45 0.41

This leads to the interesting observation that within the fcc
structure, it is the H that behaves as a nearly free electron
system but not Li. We also point out that the pseudopotential
components used here for Li are consistent with the simple
single-parameter Ashcroft model pseudopotential determined
from the resistivity of liquid Li (Rcore = 2.00 bohrs).59 This
model pseudopotential predicts that the V110 component in
stress-free bcc Li is 1.08 eV.59 Since at the same pressure, the
amplitude |G110| in bcc structure is very close to the amplitude
|G111| in fcc structure, the component V110 should be compared
with ours V111 at a = 8 (Table I). The latter is 1.17 eV and does
coincide well with the former.

In Li, for all values of the lattice parameters explored, the
valence electrons tend to avoid the ions and concentrate in the
interstitial regions, as seen from the panels (c), (f), and (i),
consistent with Refs. 21, 55, and 56. The ELF and correspond-
ing charge densities, however, behave differently. At a = 10
or before the contact between the Fermi surface and Brillouin
zone, the ELF spreads essentially uniformly throughout the
interstitial region (panel (c)). In contrast, after the contact,
strong modulations of the ELF form first channel structures
(a = 8) and then pronounced maxima (a = 6), again at the
octahedral sites. Roughly, this result can be explained by treat-
ing the bandgap at a single Brillouin plane (111) and its sym-
metry related equivalents in the NFE approximation.23–25 In
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FIG. 3. Same as in Fig. 2, but for Li and 2s electrons: ((a)–(c)) a = 10 bohrs, P =−3.1 GPa. ((d)–(f)) a = 8 bohrs, P = 0.8 GPa, and ((g)–(i)) a = 6 bohrs,
P = 60.4 GPa. In (a), (d), and (g), the size of red circles is proportional to the 2s character of the wave functions. In (c), (f), and (i), the ions are centered in the
blue regions.

this approximation, the bandgap under consideration is due to
Bragg reflection of electrons, its magnitude 2|⟨k|Vps|k −G111⟩|
being given by the scattering matrix element for electrons
from k to k - G111 (note that |⟨k|Vps|k −G111⟩| is nothing but
the component V111 introduced above). For electrons having
nearly the Fermi energy, k∼G111/2 so that k - G111 ∼ −G111/2.
A mixing of electronic states G111/2 and −G111/2 results in
the formation of standing waves with a momentum close to
the Fermi wave number, i.e., either ψ = sin(G111·r/2) or ψ
= cos(G111·r/2). In our particular case, only the first solution is
realized because V111 > 0 and the states near the bottom of the
gap (or near the L point) are purely p-like; this corresponds to
the pile up of charge between the atoms and formation of “s-p
hybridized bonds.”23–25

We emphasize that the touching of zone faces by the Fermi
surface is a necessary but not sufficient condition for devel-
oping charge in the interstitial regions. To illustrate this, we
added 0.5 valence electrons to fcc H and treated this system as
charged in order to force the Fermi surface to be in contact with
the {111} planes. Such an artificial inducing of the contact does
not move the electrons to the interstitials but rather subtracts
the charge from them. Within the NFE approximation, this ef-
fect can be explained by the negative value of |k|Vps|k −G111|,
leading to the s-like antibonding state, ψ = cos(G111·r/2), at
the bottom of the bandgap or in the vicinity of the point L.23–25

Moreover, comparison of the three-dimensional distributions
of ELF in H and Li on compression shows that non-nuclear

maxima form only in Li (Fig. 3), in agreement with Figs. 2 and
3. Analysis reveals that these maxima and corresponding peaks
in the charge density are located in the regions of potential
minima. These results also reveal that Li develops an electride-
like state already in the closed-packed fcc structure, as seen
by the connected network of channels directed along [110]
consistent with Fig. 4. We point out that interstitial localization
of electrons was found in pioneering valence bond calculations
for Li rings, planar closed-packed clusters, three-dimensional
clusters,55,56 and Li infinite one-dimensional chains.60 In-
deed, these calculations predicted atom-centered localiza-
tion of the electrons that suddenly moves to an interstice as
the interatomic distance decreases.60 The electronic locali-
zation found in these calculations led to an antiferromag-
netic state with spin alternation between adjacent bonds or
atoms.

It is interesting that on further compression, the L(2p)
level drops below the Γ (2s) level; according to LDA-LCGTO
calculations, this happens at a pressure of approximately
370 GPa (Ω/Ω0 = 0.20).61 At this critical pressure, the energy
band along the Γ-L line becomes extremely flat, raising DOS
in the vicinity of the Fermi level. This regime can be also
viewed as a point of accidental degeneracy between 2s and 2p
orbitals; such a degeneracy always exists in hydrogen due to
pure Coulomb ionic potential acting on an electron. The drop in
the 2p level below 2s with pressure can be explained as follows.
The 2p orbitals have no nodes in their radial wave functions,
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FIG. 4. Isosurfaces of electron localization function (ELF) values for H ((a) and (b)) and Li ((c) and (d)) in the fcc structure which is represented by a 2×2×2
primitive unit cell: ((a) and (b)) a = 3 bohrs, isosurfaces= 0.7 and 0.45, respectively. ((c) and (d)) a = 6 bohrs, isosurfaces= 0.8 and 0.6, respectively.

whereas the 2s counterpart has one. As a result, the 2p orbitals
are favored on compression because their kinetic energy rises
less steeply than that for 2s. Another way of reaching this
conclusion derives from the fact that the 2s orbital always has
a larger density far away from nucleus and is therefore more
destabilized relative to 2p with pressure.

C. Cmca-4 structure

In passing from fcc to Cmca-4, the electronic properties of
H and Li change dramatically (Figs. 5 and 6). The major change
is the formation of a pronounced pseudogap at the Fermi level
in the DOS (panels (b) and (d) in Fig. 6), especially in Li. As
in the fcc structure, the valence bands in Li are significantly
flatter and their widths are noticeably narrower than those in H.
Moreover, their topological features and orbital compositions
are also principally different. Consider, for example, the Γ-U-
Y line (Fig. 5) along which the electronic spectrum exhibits a
(semi)metallic behavior, as discussed in Refs. 21 and 51. In the
vicinity of U, all the four lowest-energy levels in H have (1)s-
character, but only the third level is (2)s-derived in Li. At the Γ
point, the third energy level in H is the bottom of the bonding
2pz band, which crosses the Fermi level at pressures above
300 GPa leading to a new and more electronically conductive
semimetallic state. In contrast, this bottom of the band in Li
is the second level, which is already well below the EF at a
pressure of 77 GPa.

Figures 5 and 6 show that the band structures of Cmca-
4 type H and Li are close to those of a zero-bandgap semi-
conductor. The band structures are characterized by several
crossings of two different levels near the EF. Such crossings,

however, take place at different k-points in the two elements.
In H, for example, one appears between and Γ and Y; in
contrast, Li exhibits no crossing along Γ-Y, but instead has one
between Γ and S. Naively, one might assume that only different
types of Peierls-like distortions could induce a real gap in the
comparable counterparts.

In reality, however, a fully gapped semiconducting state
appears in both materials via the sliding of alternate layers
towards the polar Cmc21 structure.20,21,62 This means that the
contact lines between the conduction and valence bands in
Cmca-4 phases of H and Li are protected by inversion sym-
metry, as discussed in Ref. 20.

The imposed structural similarity between H and Li thus
reveals important differences in their electronic structures.
These differences are especially clear from the charge density
distributions (Fig. 7). Perhaps the most striking observation
is the inverted electron density distributions on H and Li: the
maxima (minima) in H correspond directly to the minima
(maxima) in Li. For the latter, the electron density max-
ima in the interstitial regions arise from σ s-p and π p-p
bondings within each buckled layer parallel to the xy plane.
Inverting the electron charge density within the same system
with one valence electron can be formally described by the
operation ρ(r) → 2e/Ω − ρ(r), whereΩ is the atomic volume.
It is straightforward to show that such an operation leaves
invariant both Madelung and Hartree energies associated with
the Coulomb interactions between the ions and electrons [Z-Z,
Z-ρ(r) andρ(r)-ρ(r)]. Moreover, in passing from fcc to Cmca-4
for Li, the kinetic energy increases instead of decreasing. As
discussed below, this change is the reverse of what is typically
understood for pressure-induced transitions.
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FIG. 5. Static lattice band structures of H (left) and Li (right) in the orthorhombic Cmca-4 structure shown in the center. In the case of H, this structure was fully
relaxed at 300 GPa, which corresponds to Ω= 9.74 bohrs3. For the sake of comparison, the same structure was assigned to Li except that the lattice parameters
were rescaled to make Ω to be 44.60 bohrs3; such a rescaling corresponds to a pressure of 77 GPa. All the energies are measured with respect to the Fermi level
EF. The character of the wave functions, which is proportional to the size of red circles, is shown.

The fact that the fcc and Cmca-4 structures can be continu-
ously transformed between each other reveals how the charge
density evolves between high- and low-symmetry structures.
For this, we consider 4 different points on the continuous
pathway: (i) the Cmca-4 structure with Ω = 113.10 bohrs3

where the reduced atomic coordinates however were fixed to
those withΩ = 33.51, corresponding to 130 GPa; (ii) the struc-
ture obtained from that by relaxing forces; (iii) that obtained
from partial relaxing both forces and stresses, and (iv) that
obtained from (iii) by full relaxation to give the final structure,
which is actually fcc. As seen from Fig. 8, at stage (i), there
are no density maxima in interstitial regions, despite the fact
that the structure is paired. It is remarkable that such maxima
appear for (ii); these maxima then merge together for (iii) to
form zig-zag shaped channels, and then the latter disappear
in the final fcc structure. We conclude that moving along the
Cmca-4 → fcc pathway is not smooth from electronic point
of view but involves formation of intermediate charge density
waves, even at pressures close to 1 bar.

The energetics of these transitions can be examined using
the virial theorem (Table II). Between 130 and 300 GPa, the
Cmca-4 structure is enthalpically more favorable than the fcc
phase in H and Li. In passing from fcc to Cmca-4 in Li, there is

an increase in kinetic energy, which is counterintuitive but can
be understood by examining the expression for the enthalpy
(Eq. (4)). Let Pc be a critical pressure of first-order phase
transition at which two phases 1 and 2 are in equilibrium and
therefore have the same enthalpy: H1 = H2. Let phase 2 be a
high-pressure phase, then V2 < V1 and the second term, 4PV,
on rhs of Eq. (4) must suffer a jump down across the 1 → 2
transition. The sum of all the other terms on rhs should undergo
a jump up in order to keep the equality H1 = H2. In the case
of the fcc → Cmca-4 transformation in Li, such a jump is
solely due to the last (“pseudopotential”) term because the
changes in the minus kinetic energy and exchange-correlation
term behave similar to P∆V . The critical last term can be
actually further decomposed into two parts associated with
the operators Vµ,l(r)P̂l and

rdVµ,l(r )
dr

P̂l ≡ −rFµ,l (r) P̂, where
in classical terms, the latter would describe the work done
on an electron with angular momentum by the nucleus µ.
In quantum terms, its expectation value describes the corre-
sponding energy that is transferred to the electron. Analysis
shows that this work must jump abruptly across the transition
in order to preserve the equality H1 = H2. We conclude that
it is the increased attraction between the 2p electrons and Li
ions that triggers the fcc to Cmca-4 structural transition. This
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FIG. 6. ((a) and (c)) Same as Fig. 5, but for other directions. 1s- and 2s-characters of the wave functions are shown by red circles, for H and Li, respectively.
((b) and (d)) The corresponding density of states (DOS).

increased attraction also explains the higher value of the kinetic
energy in Cmca-4 relative to fcc. These results are consistent
with the previous conclusions that Cmca-4 is characterized by
higher development of s-p electronic transition and a more

pronounced localization of the valence charge density in the
interstitial region.

The situation is completely different in hydrogen. Here,
the last term in Eq. (4) is very small and the jump in 4PV can

FIG. 7. Valence charge density in different cross sections for H ((a)–(c)) and Li ((c)–(e)) in the Cmca-4 structure. Hydrogen corresponds to Ω= 8.68 bohrs3 and
400 GPa, whereas Li to Ω= 33.51 bohrs3 and 130 GPa. ((a) and (d)) xy plane, ((b) and (e)) xz plane, and ((c) and (f)) yz plane.
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FIG. 8. Evolution of charge density in the yz plane as the structure changes from Cmca-4 to fcc in Li. (a) Cmca-4 corresponding to Ω= 113.10 bohrs3; the
relative atomic positions are fixed to those with Ω= 33.51 bohrs3. (b) Structure obtained from (a) by relaxing the forces while keeping the lattice parameters the
same. (c) Structure obtained from (b) by partial relaxation of both forces and stresses. (d) Fully relaxed structure (fcc) with Ω= 132.40 bohrs3.

TABLE II. Different contributions to the total energy E and enthalpy H per electron for hydrogen and uni-valent
lithium in the Cmca-4 and fcc phases. For each element, the results for Cmca-4 are compared with two fcc’s at the
same atomic volume and pressure. We also present rs—the standard linear measure of average valence electronic
density, 4πr3

s/3=Ω.

System Hydrogen Lithium

Structure Cmca-4 fcc (same Ω) fcc (same P) Cmca-4 fcc (same Ω) fcc (same P)

Pressure (GPa) 300 241 300 130 183 130
Ω (bohrs3) 9.738 9.738 9.100 33.510 33.510 38.576
rs (bohrs) 1.325 1.325 1.295 2.000 2.000 2.096
Kinetic energy 0.780 0.720 0.747 0.405 0.400 0.360
Hartree energy 0.022 0.005 0.005 0.004 0.002 0.002
XC energy −0.420 −0.407 −0.415 −0.394 −0.394 −0.379
Ewald energy −0.632 −0.676 −0.692 −0.427 −0.448 −0.427
Psp energy −0.269 −0.153 −0.152 0.159 0.201 0.178
Total energy (E) −0.519 −0.511 −0.505 −0.254 −0.240 −0.266
H=E+PΩ −0.419 . . . −0.412 −0.105 . . . −0.096

FIG. 9. Valence charge distribution along the line passing through the nearest protons in Cmca-4 H at 500 GPa calculated at two different cutoff radii rc: (a)
0.5 bohrs and (b) 0.25 bohrs; (c) their difference.
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FIG. 10. Valence charge density for H and Li in the graphene structure. (a) H-graphene (b = 2.09 bohrs) and ((b) and (c)) Li-graphene (b = 4.18 bohrs); b is
the nearest-neighbor distance. (a) and (b) in the z = 0 plane and (c) in z = 2 plane.

be compensated only by the jump in the sum,

− Ekin +


ρ(r)(4εxc − 3µxc)dr. (5)

The further simplification comes from the fact that for the
pressure ranges of interest, the second term of Eq. (5) in
H is lower than in Li by an order of magnitude. Moreover,
this term only slightly depends on structure and exhibits a
negligible jump at a transition pressure. The minor role of
the


ρ (r) (4εxc − 3µxc) dr in H in comparison with Li can

be easily understood. In H, the valence electron densities of
interest are significantly higher than in Li (correspond to lower
Wigner-Seitz radii rs). We recall that in the rs → 0 limit (infi-
nite density), the exchange effects dominate over correlations
and the simple Slater Xα form for the exchange correlation en-
ergy (εxc ∼ ρ1/3) becomes progressively more accurate; also,
in the Xα approach, εxc = 3/4µx (Ref. 54) and the second term
of Eq. (5) is zero. At the transition pressure Pc, the kinetic
energy Ekin must therefore suffer a drop by ∼|4P∆V |. At the
same time, the potential energy Epot must increase by ∼|5P∆V |
in agreement with the thermodynamic relation ∆(Ekin + Epot)
= −P∆V . We checked these results numerically for the Pbcn
→ Cmca-4 and Pbcn → C2/c transitions between candidate
structures. Good agreement was found between the predictions
and results obtained by this approach.

As mentioned above, the pseudopotential for H is con-
strained to be finite at the nucleus, leading to cuspless wave
functions at the proton positions. In reality, however, the elec-
trons move in the bare Coulomb field, and according to the
Kato cusp theorem,63 their wave function (charge density) must
exhibit a cusp at the positions of protons. The question thus
arises about the sensitivity of the results of these calculations
on the cutoff radius rc, beyond which the pseudopotential be-
comes equal to the Coulomb 1/r , especially at higher pressures.
To examine this question, we compared the electron charge
density and other ground state properties calculated for H as
a function of cutoff radius. Figure 9 shows the charge density
distribution along the line passing the nearest protons Cmca-4
H at two distinctly different cutoff radii—0.5 and 0.25 bohrs.
As seen from the figure, the pseudopotential with smaller rc
tends to keep more electrons in the immediate neighborhood, in
accordance with expectations. The effect, however, is small and
has a negligible effect on the calculated properties of interest
here. For example, in going from 0.5 to 0.25 bohrs, the total
energy, for example, changes by 0.01% and the pressure by

0.06%. This observation is consistent with the fact that the last
term in Eq. (4) is relatively small, as mentioned before.

D. Graphene structure

Recently, we showed that the special stability of layered
structures in compressed molecular hydrogen can be explained
by closed-shell effects similar to aromaticity.64 This result
arises from the observation that the s-electrons in hydrogen
play a role similar to the π-electrons in conventional aromatic
systems such as benzene or graphene. It is therefore of interest
to examine the valence charge density of H and Li in such
hypothetical graphene structures, where such closed-shell ef-
fects play a role in stabilizing this 2D honeycomb configuration
for H.64 As found for other structures, the valence charge
density distributions in H and Li tend to mirror each other: the
minima in H correspond to maxima in Li and vice versa (Fig.
10). Comparing the pattern observed for other structures, the
mirroring is most notable for this structure as well as Cmca-4
(Figs. 7 and 10). It is somewhat less obvious for fcc, which
is why for this structure we present ELFs (Figs. 2 and 3) the
actual electron densities, as the former are inverted with respect
to each other more distinctly than the latter.

Further insight into the high-pressure behavior of Li is
obtained by examination of the band structures calculated for
this element in the ideal graphene structure at different nearest-
neighbor separations r . The calculated equilibrium separation
of 5.15 bohrs is only 8% shorter than the corresponding sepa-
ration in bulk bcc Li (5.57). At this stage, Li is already in a
semimetallic state where the valence and conduction bands
do not cross each other as functions of k vector but overlap
in energy. This contrasts with H-graphene where the valence
and conduction bands touch each other at (Dirac) points.20

The difference is due to strong s-p hybridization in Li leading
to an energy gap for all k-points along the K-M line in the
Brillouin zone (Fig. 11, center); this is an “inverted” bandgap
because the p-states lie lower than s-states (by ∼0.25 eV).
As the interatomic distance decreases, the gap along K-M
widens, e.g., becoming ∼1.34 eV at r = 4.18 (Fig. 11, left).
At this separation, we can see two Dirac points at K where
the second and third bands from one side and fourth and fifth
bands from the other cross each other in a linear fashion.
The first two bands have s-character, whereas the second two
have the character of pz-orbitals: only these band pairs can
form Dirac points at K in graphene structure.20 Just below
r = 4.18, the global energy gap opens and the system enters
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FIG. 11. Band structure of Li in the graphene structure at r = 4.18 bohrs (left column) and r = 2.65 bohrs (right column). The size of red circles is proportional
to the character of corresponding wave functions.

a semiconducting state with an indirect gap. As the r further
decreases, the hybridization gap along K-M quickly widens
and at r = 2.65, it reaches a value of ∼7 eV at the K point
and somewhat less at the M point (Fig. 11, right). At the same
time, the sp-hybrid bandwidth diminishes and the 2pz band
drops below the Fermi energy and even becomes the lowest
in energy near the Γ-point. Such an evolution of the electronic
spectrum with decreasing interatomic spacing corresponds to
a “metal-dielectric-metal” sequence of transitions, mimicking
that observed in 3D Li.

We should stress that despite the differences in their elec-
tronic structures, planar graphene-like structures are stabilized
at high pressures for both Li and H. The special stability of
these structures is associated with the completely (or almost
completely) filled set of bonding orbitals or valence bands. In
the case of H, such bonds are 1s-derived, whereas in Li, they
have the character of s-p bonding orbitals. In going from 2D
sheets to 3D compressed layered structures, the interaction be-
tween the sheets can further “dielectrize” the energy spectrum

and reduce the kinetic energy. This additional stabilization,
however, should be considered as a secondary to that existing
already on the level of separate sheets.

IV. CONCLUSIONS

A detailed study of the chemical bonding in polymorphs
of H and Li reveals insights into the similarities and differ-
ences in behavior of the lightest alkalis in the periodic table
over a broad range of compressions. In particular, theoretical
calculations of the bonding, electronic structure, and energetics
are carried out and compared for the two elements in close-
packed metallic, open covalent-like low-coordinated, and two-
dimensional graphene structures. The two elements are found
to exhibit strikingly different valence charge density distribu-
tions for the same arrangement of atoms. These distributions
are in fact inverted with respect to each other: the minima in
H correspond to maxima in Li and vice versa. Application of
the virial theorem to these materials predicts that the jumps in
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the kinetic and potential energies across the first-order phase
transitions in them are opposite in sign.

Both elements undergo a continuous s-p electronic transi-
tion, which, however, is in a much earlier stage of development
in Li because of the larger separation between the valence (1s)
and higher energy (2s and 2p) levels in H. Despite this fact,
the electronic transition is still able to induce an insulator-to-
(semi)metal transition in the latter as a result of lowering of the
2p-derived band and its overlap with the 1s band. In contrast,
in Li core, orthogonality effects and valence band splitting into
bonding and antibonding sp-hybridized states across the Fermi
level lead to the formation of a hybridization pseudogap and
charge accumulation in the interstitial regions. Such an accu-
mulation and its consequence—a partial or full dielectrization
of the electronic spectrum—are in fact the manifestations of
the strong s-p hybridization of such bands when the effective
2p and 2s atomic levels cross one another.65 The Group 1 ele-
ments are now observed to exist as metals, insulators, and at the
borderline of semiconducting-semimetallic states. Rather than
textbook examples of the free-electron metals during compres-
sion, the alkalis should be considered textbook examples of a
more general chemical picture of bonding in elemental solids.
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