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ABSTRACT: We design theoretically small molecule candidates for singlet
fission chromophores, aiming to achieve a balance between sufficient diradical
character and kinetic persistence. We develop a perturbation strategy based
on the captodative effect to introduce diradical character into small π-systems.
Specifically, this can be accomplished by replacing pairs of not necessarily
adjacent C atoms with isoelectronic and isosteric pairs of B and N atoms.
Three rules of thumb emerge from our studies to aid further design: (i) Lewis
structures provide insight into likely diradical character; (ii) formal radical
centers of the diradical must be well-separated; (iii) stabilization of radical centers by a donor (N) and an acceptor (B) is
essential. Following the rules, we propose candidate molecules. Employing reliable multireference calculations for excited states,
we identify three likely candidate molecules for SF chromophores. These include a benzene, a napthalene, and an azulene, where
four C atoms are replaced by a pair of B and a pair of N atoms.

■ INTRODUCTION
Singlet fission (SF) describes a process by which a photoexcited
singlet exciton splits to two triplet excitons in an organic
chromophore material.1,2 This theoretical doubling of the
number of excitons, coupled with the longer lifetimes expected
of triplet excitons, can lead to a greater number of charge
carriers in an organic photovoltaic device. The Shockley−
Queisser photoelectric conversion limit3 (∼30%) for single
junction solar cell efficiency may thus be circumvented,4 as
recently demonstrated by Congreve et al.5

To date, a handful of molecules have been shown to undergo
SF unambiguously, including tetracene,6−9 5,12-diphenyltetra-
cene,10,11 rubrene,12−15 pentacene,5,16−20 6,13-bis(triisopropyl-
silylethynyl)pentacene,21,22 1,3-diphenylisobenzofuran,23−26

and zeaxanthin.27,28 It is desirable to enhance the diversity of
SF chromophores. Small chromophores are especially favorable
because of the following: (1) For experimentalists, it is usually
(not always though) easier to synthesize, characterize, and
process smaller systems; (2) For theoreticians, the smaller size
allows higher level calculations and better accuracy. The limited
arsenal of SF chromophores and the advantages of small
chromophores thus motivate the work described in this paper.
A systematic search to identify more SF chromophores was

pioneered by Paci et al.29 who proposed two conditions for the
adiabatic excitation energies:

>E S E T( ) 2 ( )1 1 (1)

and

>E T E T( ) 2 ( )2 1 (2)

Here S and T stand for singlet and triplet states, the subscript
denotes the ordinal energy order within the respective spin
manifolds (0 being the ground state energy). For molecules

that satisfy these criteria, the second step in the overall SF
process,

→ →
ν

S S T2
h

0 1 1 (3)

is exoergic and the recombination of the two generated triplet
excitons is endoergic. The T2 state is typically higher in energy
than S1 because it often involves intershell excitation,29 making
eq 1 the primary condition. Furthermore, a recent study shows
that SF of molecules satisfying eq 1 is not only thermodynami-
cally but also kinetically favorable.30 Paci et al. also proposed a
strategy for finding molecules that satisfy the primary SF
criterion by starting with one of two classes of parent structures,
alternant hydrocarbons and diradicals, and tuning their
electronic structures.29

More recently, Nakano et al. investigated the correlation
between diradical character of a molecule’s ground state and its
ability to satisfy the SF criteria.31−34 They concluded that some,
but not too much, diradical character is needed to make a good
SF chromophore. In 2012, in a breakthrough in seeking small
SF chromophores,35 Akdag et al. proposed five heterocycles
with two captodatively36,37 stabilized radical centers, and found
one molecule (1) that theoretically satisfies the SF criteria. 1 is
about half the size of tetracene, the smallest among the
aforementioned chromophores. In a recent study, Wen, Havlas,
and Michl continue searching in this direction and suggest
more small molecule candidates for SF.38

In this paper, we introduce several new small SF
chromophores. Aside from size, our aim is for candidates
with kinetic persistence or loosely phrased, “chemical stability.”
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Central to their design is a realistic perturbation strategy and
the beacon of moderate diradical character.

■ PERTURBATION STRATEGY: BOTH WEAK AND
STRONG

A time- and experiment-honored modification of conjugated π-
system is to replace two carbons (C’s), not necessarily adjacent,
by boron (B) and nitrogen (N). This was pioneered by M. J. S.
Dewar,39 and one of us (R.H.) has a special fondness for
it.40−42 The perturbation is at the same time weak and strong,
and, as we will see, particularly well-suited for stabilizing radical
and diradical character.
BN substitution for carbon atoms can be considered a weak

perturbation for the following reasons:

1. A 3-coordinated (3-coord) B and a 3-coord N atom,
taken together, are isoelectronic and isosteric to two 3-
coord C atoms.43

2. B and N have Pauling electronegativities 2.0 and 3.0,
respectively, sandwiching the C electronegativity of 2.5.
The overall electronegativity of a BN unit is thus
comparable to that of a CC unit.44

However, introducing these heteroatoms can also be viewed
as a strong perturbation in light of the subsequent
considerations:

1. In a localized perspective, 3-coord N, C, and B contribute
2, 1, and 0 π electrons, respectively. BN substitutions
thus introduce electron donor and acceptor centers into
the π system. Among the three elements, only C, with its
one electron contribution, can be a formal radical center
in a completely localized picture of electron distribution.

2. The different electronegativities of the three elements
lead to polarized N−C, B−C, and especially B−N
bonds.40,45

3. The topology of the frontier orbitals of a hydrocarbon
molecule can be severely modified by the different
electronegativities and bonding abilities of B and N,
reflected in their α and β parameters of Hückel theory,46

when the two atoms replace C’s.47 The HOMO (highest
occupied molecular orbital)-LUMO (lowest unoccupied
molecular orbital) gap may change,48 as well as the
diradical character of a molecule.34

Our design strategy exploits the donor character of N and
acceptor character of B. In particular, it becomes possible to
position the N and B in a molecule such that they create
captodatively stabilized radical centers,37 and enhance the
diradical character of π-conjugated hydrocarbons. The
captodative concept introduced by Viehe et al.36 refers to the
special stabilization of radical centers substituted simulta-
neously (i.e., conjugated) with a π-donor and a π-acceptor. A
simple orbital interaction picture for the way the effect operates
was given by Fleming;49 and a detailed theoretical analysis of
this effect is in the literature.37

As an illustration of the captodative effect of BN substitution,
we calculate the relative frontier orbital energies of NH3, CH3,
BH3, and the radical NH2CHBH2 where all 3-coord centers are
assumed to be planar. The technical details of our calculations

are provided in the Computational Methods section. Figure 1
shows the orbital interaction scheme when a 3-coord C radical

is sandwiched by a 3-coord N and a 3-coord B. The mixing of
the three atomic 2pz orbitals in NH2CHBH2 is decomposed for
clarity into two sequential interactions: the N−C interaction,
followed by interaction between the resulting N−C orbitals and
the B 2pz.
The lowest π orbital of the product is CN bonding, with little

B character. The singly occupied molecular orbital (SOMO),
originally on C, is delocalized over all three centers, with weak
antibonding (a node) between C and N, and bonding between
C and B. As Figure 1 shows, the NC π bond, the lowest
molecular orbital, is substantially stabilized relative to the N
lone pair (−8.71 vs −6.23 eV), more than compensating for the
slight destabilization (from −4.00 to −3.62 eV) of the SOMO.
Our orbital interaction picture of captodative stabilization is
essentially that of Fleming.49 The overall BN captodative
stabilization of the radical is evident. Note that the resultant
SOMO always has a node between the “dative” component and
C, and no node between the acceptor (“capto”) substituent and
C.
The BN stabilization for radical is more than a theoretical

construct. Very recently a stable BCN radical was synthesized.50

The authors focus on the spin density on the boron, but it is
clearly a BN captodatively stabilized radical. With steric
protection built in, this radical is exceptionally stable, with a
melting point of 206 °C.
Experimentally, the first synthesis of a BN-substituted

aromatic compound was reported by Dewar in 1958.39 Since
then, azaborine chemistry has developed rapidly;51−54 it is a
vibrant research field and one or more BN units have been
introduced into many π-conjugated hydrocarbon molecules.43

The simplest representatives, with RH in BR- and NR-
substituted molecules, may not be endowed with much kinetic
persistence. However, substituted compounds are generally
quite stable. Experience with synthesizing BN substituted
polycyclic aromatic hydrocarbons has accumulated;55−61 we

Figure 1. Orbital interaction scheme for captodative stabilization in
the NH2CHBH2 radical. The orbital energies are obtained for the
species shown on top. The hashed horizontal lines simply indicate
carrying over the CN orbitals to interact with a B center, not that the
orbitals at the two ends of a hashed line have the same energy. In the
orbital pictures, cyan, gray, brown, and white spheres label N, C, B,
and H atoms, respectively. Blue and green indicate orbital phases.
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think that the BN-containing molecules proposed in this paper
are eminently synthesizable.

■ PRELIMINARY EXPLORATION: BN-SUBSTITUTION
IN BENZENE

We start our adventure by introducing one BN unit into
benzene. The parent has little diradical character; its BN
derivatives serve as a small laboratory in gaging the competence
of BN substitution to generate a diradicaloid from such an
inauspicious starting point. We use DFT to optimize the
ground state structure of three substituent patterns, ortho, meta,
and para. At the optimized structure we perform multireference
Møller−Plesset perturbation (MRMP) theory calculations
using an active space of 6 electrons distributed in 6π orbitals
(6π6e) to obtain the vertical excitation energies E(S1) and
E(T1); this allows us to calculate Δ = E(S1) − 2E(T1), the
parameter that determines whether a molecule meets the
primary energy criterion for SF. In this section, as well as in
Section S1 of the Supporting Information (SI), because we are
after a qualitative description of the effect of BN substitution,
we do not optimize the structures for S1 and T1, and use vertical
excitation energies to calculate Δ. The results are shown in
Figure 2.

All three BN substituted benzene molecules have relatively
large negative Δ values. However, as one moves from 2 to 4 the
molecules exhibit increasing diradical character, gaged approx-
imately by the population of the lowest unoccupied natural
orbital, nL,

31,34,62,63 and also come closer to satisfying the
primary criterion for SF. In Figure 2, we draw one Lewis Kekule ́
structure for each molecule, with its attendant formal charges,
as well as a Lewis structure with isolated N π-type lone pairs
and nonconjugated B centers. The smaller Δ and larger nL for
the ortho isomer 3 compared with para 2 is due to the fact that
a butadiene (in resonance structure 3) has a smaller HOMO−

LUMO gap and greater diradical character than the ethylene
entities in 2. Uniquely, for the meta-substituted compound the
uncharged Lewis structure is a formal diradical. B and N in 4
flank one C atom, creating two separated radical centers  one
on the isolated C atom and the other an allyl-like radical. The B
and N in the meta-substituted 4 can be viewed as captodatively
stabilizing both radicals, making 4 the isomer with the largest nL
and closest to meeting the SF primary criterion energetically.
We note that our MRMP methodology reproduces the
experimental values64 for S1 ← S0 vertical excitation energy of
3 within 0.1 eV. Additional details on this methodology and its
accuracy are given in the Computational Methods section.
It is evident that introducing one BN unit into benzene

enhances its diradical character, and this inspires us to
investigate all 11 doubly-BN-substituted benzenes (5 to 15).
The detailed analysis of these molecules is given in Section S1
of the SI.

None of these 11 molecules has enough diradical character to
satisfy the primary energy criterion. However, 14 has the best
performance among them (also better than the three
monosubstituted ones) and serves as the starting point in our
real search for small SF chromophores. It has the two formal
radical C centers farthest apart within a six-membered ring, and
both of them are subject to BN captodative stabilization. It
corresponds to stitching-up two NH2CHBH2 radicals (Figure
1), and the head-to-end (N-to-B) alignment of the two NCB
fragments (compared to 12) minimizes bonding between the
two radicals.
The study of (both mono- and doubly-) BN-substituted

benzenes allows us to develop a few rules of thumb for the
design of small molecule SF chromophores.

1. Using charged and uncharged Lewis structures to infer
diradical character is helpful.

2. The formal radical centers in a diradical resonance
structure should be as separated as possible, and so
situated as to avoid bonding interactions and electron
transfer (formation of a zwitterionic structure; as
discussed in Section S1 of the SI, this is a problem for
7, 10, and 11).

3. Captodative (donor and acceptor) stabilization of the
radical centers is important.

■ REAL SEARCH
We commence a more focused search for small SF
chromophore molecules. Starting from a hydrocarbon π-
system, we construct BN-substituted molecules using the
rules outlined above. For candidate molecules, we obtain
DFT-optimized S0 and T1 structures and calculate the vertical
excitation energy E(S1) as well as the adiabatic excitation
energy E(T1). Molecules where E(S1) ≥ 2E(T1) are considered
promising candidates, and we proceed to optimize geometries
for the S0, S1, T1, and T2 states at the MRMP level. With the

Figure 2. Mono-BN-substituted benzenes, their Δ values, and the
occupation numbers of their lowest unoccupied natural orbitals nL.
The dots near the N and C in the right-hand structures indicate the
formal numbers of electrons contributed by these atoms to the π-
system of the molecule. The arc and a dot in 4 indicate a delocalized π-
bonding orbital and a delocalized unpaired electron over the three C
atoms (i.e., an allyl group).
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optimized structures, we are able to identify the subset of
molecules whose adiabatic excitation energies (calculated from
the geometry-optimized ground and excited state energies)
satisfy the criteria described in eqs 1 and 2. In the final step of
the screening, we check to make sure vertical S1 excitation
energies are in the visible region of the solar spectrum, where
solar photon flux is not too low.65 Coordinates of all optimized
structures are presented in Section S11 of the SI.
There are five molecules (16−20) that are found to satisfy

both energy criteria. The calculated results for these are
summarized in Table 1. They are all class I chromophores, as

defined by Michl et al.;1,2 that is, their S1 and T1 states are well-
represented by HOMO-to-LUMO excitation. Overall, the
strategy of tuning diradical character is devised for this class
of chromophores. The lines of thought that led us to those
molecules are described belowthe path to them is as
important as the quality of the molecules as SF chromophores.
Further Tinkering with Boron. 16 evolves from the good

starting point 14. Inspecting the HOMO and LUMO of 14,
shown in Figure 3a,b, we conclude that the introduction of two
π-donor substituents on the B atoms will result in an
antibonding interaction that raises the energy of the HOMO.
The LUMO should remain unchanged, because it has no
contribution from the B atoms, leading to a decrease of the
HOMO−LUMO gap and a corresponding increase in diradical
character. Our initial choice of π-donor is fluorine, the most

effective π-donor for boron among halogens (see Section S2 of
the SI). This F-substitution leads to molecule 16. We note that
halo-substitution on B is known to increase stability−whereas
BH3 dimerizes readily, BX3, X = F, Cl, Br, and I are monomeric
(see, for instance, Section 6.7.1 of ref 66).
As anticipated, the HOMO of 16 (Figure 3c) gains some

antibonding character between F and B, whereas the LUMO
(Figure 3d) remains unchanged. The HOMO−LUMO gap
thus decreases from 3.65 eV in 14 to 3.21 eV in 16, along with
an increase of nL from 0.150 to 0.216. With its stronger
diradical character, 16 has an excess energy of Δ = 0.33 eV
when its adiabatic S1 and T1 energies are substituted in eq 1.
We calculate the oscillator strength of the S1 ← S0 transition f =
0.229 and the vertical excitation energy E(S1) = 3.15 eV. The
vertical S1 ← S0 transition of 16 is, thus, sufficiently bright, and
its absorption frequency corresponds to a blue photon. The T2
of 16 involves HOMO−1 to LUMO excitation, and the
HOMO−1 can be seen in Figure S7 in the SI.
The fairly large (0.33 eV) adiabatic excess energy suggests

that part of the photoexcitation energy dissipates as vibrational
energy (heat). We address this apparent inefficiency in the
material by comparing the energetics of tetracene and
pentacene. Adiabatic excitation energies for tetracene molecule
are E(S1) = 2.64 eV and E(T1) = 1.27 eV,67,68 and for
pentacene molecule, they are E(S1) = 2.31 eV and E(T1) = 0.87
eV.69,70 Both molecules satisfy the primary criterion, but
tetracene would seem a better candidate with a lower excess
energy (0.10 vs 0.57 eV). However, the excitation energies in
tetracene crystal are E(S1) = 2.32 eV and E(T1) = 1.25 eV,71

whereas in the pentacene crystal, they are E(S1) = 1.83 eV and
E(T1) = 0.86 eV.72,73 Crystalline tetracene thus turns out to be
unsatisfactory for SF, although crystalline pentacene has E(S1)
> 2E(T1) by 0.11 eV. In moving from molecules to their
crystals, typically a relatively large red-shift in E(S1) is observed,
whereas the E(T1) is largely unchanged. This S1 red-shift is a
common phenomenon in organic molecular crystals and is
attributed to the Coulomb effect of neighboring molecules and
a Davydov splitting.74 The T1 exciton is typically more localized

Table 1. Summary of Calculated Results for 16−20.a

16 17 18 19 20

symmetry C2h C2h C2v Cs
b C2h

S0 label
1Ag

1Ag
1A1

1A′ 1Ag

S1 label
1Bu

1Bu
1B1

1A′ 1Bu

T1 label
3Bu

3Bu
3B1

3A′ 3Bu

T2 label
3Au

3Ag
3B1

3A 3Bg

adiabatic E(S1) 3.01 1.99 2.03 1.28 1.74
adiabatic E(T1) 1.34 0.97 0.84 0.51 0.77
adiabatic E(T2) 5.29 2.82 3.00 2.71 2.73
vertical E(S1) 3.15 2.08 2.10 1.92 1.85

f c 0.229 0.138 0.069 0.014 0.073
HOMO−LUMO gap 3.21 2.34 2.36 2.43 2.41

nL 0.216 0.267 0.295 0.167 0.289
aAll reported energies are in eV. bThe T2 of 19 has a C1 symmetry.

cf
is the oscillator strength for the S1 ← S0 vertical excitation.

Figure 3. (a) HOMO; (b) LUMO of 14; (c) HOMO; (d) LUMO of
16. Purple, cyan, gray, brown, and white spheres label F, N, C, B, and
H atoms, respectively. Blue and green indicate orbital phases.
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in a crystal and experiences less of an energy shift.75 Without
further calculation, we cannot predict the S1 shift in a
hypothetical crystal of 16. However, we recognize that when
screening molecules for good SF efficiency, E(S1) ≈ 2E(T1) is
not an essential criterion. Even in solids, having zero adiabatic
excess energy is not as ideal as it appears to be. Indeed,
matching the excess energy and the peak frequency of the
phonon spectrum is more desired.76−79

BN-Substituted Naphthalenes. The idea of creating
formal radical centers through BN substitution can be readily
extended to other aromatic structures, such as naphthalene. We
screened a good number of mono- and doubly-BN-substituted
naphthalenes and identified 17, the naphthalene analogue of
16, as the best candidate. Compared to the two isolated C
atoms in 16, the formal radical centers in the diradicaloid
resonance structure of 17 are the two allyl groups on its upper
and lower edges (Figure 4a). 17 can thus be considered as a bis-

allyl diradical (See Figure S8 in the SI for the Lewis structure
and frontier orbitals of bis-allyl) connected via two BN units
that serve to captodatively stabilize the bis-allyls.
The two SOMO’s of bis-allyl are nearly degenerate (exactly

so in a Hückel calculation). In the HOMO and LUMO of 17
(Figure 4b,c), one can see that one of the bis-allyl SOMO is
stabilized by bonding with B’s (HOMO) and the other
destabilized by antibonding with N’s (LUMO). The
pseudodegeneracy of the two SOMO’s is thus lifted, resulting
in a HOMO−LUMO gap of 2.45 eV and nL = 0.267. The
stronger diradical character of 17 over 16 is consistent with the
trend that longer acenes are more diradicaloid.63

In addition to satisfying the energy criteria, 17 has S1 and T1
energies that match the respective optimal energies, ∼2 eV and
∼1 eV, ideal for SF efficiency.1 The T2 of the molecule involves
44% HOMO-to-LUMO+1 and 35% HOMO−1-to-LUMO
excitations (see Figure S9 in the SI for the sketches of
HOMO−1 and LUMO+1). Finally, 17 has a vertical excitation
energy E(S1) = 2.08 eV and the oscillator strength for this
transition f = 0.138, corresponding to a fairly strong red
absorption.

Azulene. Is it possible to avoid F substitution? Replacing F
atoms in 17 by H atoms leads to a molecule that fails to satisfy
the primary energy criterion. We then turn to an isomer of
naphthalene, azulene (Figure 5(a)). Azulene has a smaller
HOMO−LUMO gap than naphthalene (3.33 eV vs 4.79 eV),
and is likely to have more diradical character, making it a better
starting structure.
The HOMO and LUMO of azulene are shown in Figure

5b,c. Replacing the C atoms where the HOMO has large
amplitudes by less electronegative B atoms will lead to an
increase in the HOMO energy.46 Similarly, if the C atoms
where the LUMO has large amplitudes are replaced by N
atoms, the LUMO energy will decrease. Based on this first
order perturbation theory argument, we are led to substituted
azulene 18.
In an uncharged resonance structure shown in Figure 6a, 18

can be viewed as a bis-allyl diradical with the radical extremities
connected by a BNB fragment on “top” and an N atom on
“bottom”. The parentage of the bis-allyl SOMO’s (shown in
Figure S8 in the SI) are clearly seen in the HOMO and LUMO
of 18 (Figure 6b,c). One SOMO is stabilized by tiny bonding
interaction with the two B atoms, whereas the other is
destabilized by antibonding interaction with the N at the
bottom. The HOMO−LUMO gap of 18 is 2.36 eV, smaller
than both those of 17 and azulene. The larger nL (0.295)
indicates a stronger diradical character than 17. Correspond-
ingly, both energy criteria are better satisfied by 18, eliminating
the need for fluorination.
The T2 of 18 involves 41% HOMO−1-to-LUMO and 38%

HOMO-to-LUMO+3 excitations. The HOMO−1 and LUMO
+3 are shown in Figure S10 in the SI. The vertical excitation
energy E(S1) = 2.10 eV and the oscillator strength f = 0.069.
The S1 and T1 energies of 18 are very similar to those of
pentacene, a good SF chromophore.5,17,80

A possible competing process for SF is S1/S0 radiationless
decay by shortening the lifetime of S1, this decay process can
hinder the efficiency of SF. For instance, indigo, which satisfies
eq 1,81 is an unsuitable SF chromophore for this reason.1,82

Azulene is known to undergo an S1/S0 radiationless decay in

Figure 4. (a) Kekule ́ structure and the diradicaloid structure of 17 in
resonance; (b) HOMO; (c) LUMO of 17.

Figure 5. (a) Resonance structures of azulene, (b) its HOMO, and (c) LUMO. Gray and white spheres label C and H atoms, respectively. Blue and
green indicate orbital phases.The molecule has C2v symmetry.
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femtoseconds.83 In order to make sure 18 does not inherit this
decay pathway from azulene, we search (see Section S7 of the
SI for details) for its S1/S0 conical intersection geometry with
minimum energy and found that it lies 3.90 eV higher than the
vertical E(S1). The decay is thus not a likely event. For
comparison, a similar calculation for unsubstituted azulene finds
its S1/S0 conical intersection minimum energy to be 0.04 eV
lower than the vertical E(S1), confirming an active decay
channel.83

We also investigated another BN-substituted azulene, 21,
with two B’s in the five-membered ring. Unfortunately, the
perturbation of this substitution pattern is “too strong”, that is,
it gives rise to too much diradical character; the molecule has a
triplet ground state.

Fulvene. The success of 18 encourages us to follow a similar
strategy with a smaller nonalternant hydrocarbon, fulvene (22),
a π-conjugated and much less stable isomer of benzene. Fulvene
satisfies eq 1 with adiabatic excitation energies E(S1) = 3.33 eV
and E(T1) = 1.59 eV. Therefore, creating and stabilizing radical
centers as such are not our primary aim. Instead, we will focus
on ameliorating the two problems that fulvene has. First,
fulvene has a low-lying T2 state; with a constraint of C2v
symmetry for all states, we find E(T2)−2E(T1) = −0.62 eV for
the calculated adiabatic excitation energies of fulvene. Also,
fulvene can undergo efficient S1/S0 radiationless decay.

84−90 We
address these two problems in designing a candidate
chromophore based on fulvene.

In Section S8 of the SI, we analyze the ground state natural
orbitals of fulvene and conclude that its low-lying T2 is related
to the bidiradical character of the molecule. Armed with this
understanding, we propose molecule 19, where the BN
substitution is chosen such that there is only one dominant
diradicaloid resonance structure for the ground state.
19 is effectively a trimethylenemethane connected to a BN,

and its diradical character comes from the Lewis structure
shown in Figure 7a. The two radical centers are stabilized by

the B “capto” and N “dative” effects, respectively. Unlike the
molecules discussed earlier, where individual radical centers
were subject to the captodative effect, here the whole diradical
unit is stabilized. This is indicated by the HOMO and LUMO
of 19 shown in Figure 7b,c  the HOMO features bonding
between one of the radical C centers and B, whereas the
LUMO shows antibonding between the other C and N.
Resonance structures which place the formal radicals at any
other place within the trimethylenemethane unit do not benefit
from this overall captodative stabilization. With its uniquely
dominant diradical character, 19 has a larger separation in
energy between T1 and T2, satisfying eq 2. The diradical
character determines that the S1 state only involves excitation
among the two radical centers (HOMO-to-LUMO), leaving
the exocyclic π bond intact. This feature allows 19 to evade the
S1/S0 radiationless decay of fulvene (see Section S9 of the SI for
a detailed analysis of this issue).79

Although it satisfies both energy criteria and has an
absorption of red photon (vertical E(S1) = 1.92 eV), 19 has
two demerits. The S1 ← S0 oscillator strength is too weak, f =
0.014, weaker than those of all other chromophores designed
here. Additionally, the adiabatic excitation E(T1) (0.51 eV) is
rather low, and may lead to dimerization when the molecules
are close to each other in solution or in a crystal. Even if the
crystal of 19 existed, the large excess energy (E(S1) − 2E(T1) =
0.90 eV) would be unlikely to be reached by the phonon
spectrum.76−79 These drawbacks make 19 less promising than
16−18. We note that tuning the energy of the lowest triplet

Figure 6. (a) Aromatic and diradicaloid resonance structures of 18;
(b) HOMO; (c) LUMO of 18. Cyan, gray, brown, and white spheres
label F, N, C, B, and H atoms, respectively. Blue and green indicate
orbital phases.

Figure 7. (a) Conjugated and diradicaloid resonance structures of 19;
(b) HOMO; (c) LUMO of 19.
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state of fulvene is an interesting subject, conventionally effected
through substituting the exocyclic or endocyclic H’s with
electron-donating or electron-drawing groups.91 We show here
that BN substitution for carbon atoms is also a viable tuning
method.
Chromophore without BN Substitution. At the

beginning of the paper, we showed the small molecule 1

designed by Akdag et al.35 Through a BN-substitution strategy,
we came up with 16. Ignoring the methyl substituents, these
two molecules are related through the isoelectronic nature of
BF and CO. A question then naturally arises: are the two
methyl groups in 1 necessary to make it a good chromophore?
Our calculation shows that the molecule (20, Figure 8a) with

the two methyls of 1 being replaced by H atoms satisfies both

energy criteria and has a fairly strong absorption of red
photons. The two methyls thus seem to be unnecessary to
make a good chromophore. However, an author (J.M.) of ref
35, pointed out that the methyls are needed to maintain the
stability of 1.92 With two H atoms instead of two methyls on
the N’s, the proton migration (tautomerization) from N to O is
likely to be facile, to yield a more stable aromatic product
without attendant formal charges, 2,5-dihydroxypyrazine
(Figure 8b). The lack of diradical character in the six-
membered-ring aromatic structure makes 2,5-dihydroxy-
pyrazine unlikely to be an SF chromophore.
We note that nonionic F’s in 16 and 17 rarely form hydrogen

bonds.93 The lone pair electrons on F are more tightly bound,
and thus less basic than those on N and O. Therefore, the

tautomerization in Figure 8c is not likely to occur; 16 and 17
are safe.
We realize that two molecules, 19 and 20, which satisfy both

energy criteria and have S1 ← S0 absorptions in visible
spectrum, ultimately turn out to be not so promising. This
serves to emphasize that the highlighted criteria are necessary
but not sufficient conditions for good SF chromophores. We
focus further discussion on the three good molecules, 16−18.

■ SOME FURTHER CONSIDERATIONS

The arrangements of 16−18 in their crystals remain unknown
and are of considerable importance in determining their utility
as SF chromophores.94 In this paper, we do not explicitly
calculate any crystal structures (we intend to do this in the
future) but provide a short, speculative discussion of the likely
intermolecular orientation based on available parent crystal
structures.
A BN-substituted naphthalene, 23, has been shown to have a

herringbone crystal structure similar to that of naphthalene.95

This suggests that BN substitution may not alter the relative
orientation of molecules in a crystal significantly, a manifes-
tation of BN being a weak perturbation. We, therefore, expect
the BN-substituted molecule 16 to have a slip tilted-stacked
structure (an arrangement that particularly favors SF in class I
molecules1) that resembles the packing configuration of its
parent 1,4-difluorobenzene (24) crystal.96

On the basis of the related herringbone structures of benzene
and naphthalene crystals,97,98 we believe that the crystal
structure of molecule 17 will closely resemble that of 16 as
well. We further suggest a herringbone structure for 18, based
on its parent azulene.99,100

To the best of our knowledge, none of the molecules we
propose have been synthesized; however, molecules with
related structures have been reported. Introducing two BN
units into a benzene ring has been achieved (see ref 53 and the
references therein). 25, which has 7 as its central structure and
is closely related to 16, has been synthesized.101 Mono-BN-
substituted naphthalene was made soon after the dawn of
azaborine chemistry;102 however, we do not find any reports of
doubly-BN-substituted napthalenes or BN-substituted azulenes.
Recently, there has appeared a synthesis of a family of BN
compounds (26) that show promising triplet quantum yields
through SF.103 Although the authors of ref 103 focus more on
the phosphorescence of those compounds than on their
photovoltaic properties, this is a positive sign of the emerging
overlap between azaborine chemistry and organic photovoltaics.

■ CONCLUSIONS

We endeavor to design small molecules that are computation-
ally convenient and experimentally realistic from the point of
view of chemical stability. To the end, we propose three new
small singlet fission chromophores, on the basis of a careful
tuning of their diradical character. Quantum chemical
calculations at an appropriate level shows that these candidate
structures all satisfy the two energy criteria for SF and are likely
to absorb visible photons with reasonable oscillator strength.
BN substitution is shown to be a viable way of introducing
propitious diradical character into π-conjugated hydrocarbons,
through its captodative effect. We also take into consideration
escape channels for chromophores: our calculation excludes the
possibility of S1/S0 radiationless decay for two molecules that

Figure 8. (a) Kekule ́ and the diradicaloid resonance structures of 20;
(b) tautomerization of 20; (c) hypothetical (and unlikely)
tautomerization of 16.
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might have inherited this deactivation channel from their parent
structures.
For the three molecules, we speculate that they will adopt in

the solid-state crystal structures similar to those of their
unsubstituted parent species, packing modes which are believed
to facilitate singlet fission. We hope that our present work will
lead to the synthesis of these small molecules and thus
supplement the limited arsenal of singlet fission chromophores.

■ COMPUTATIONAL METHODS
We use density functional theory (DFT) with the B3LYP
functional104,105 and the cc-pVTZ basis set106 to preliminarily
optimize ground state structures for all molecules investigated.
These calculations are the sources of the illustrated canonical
molecular orbitals (HOMO, LUMO, HOMO−7, etc.) and
their energies, for example, HOMO−LUMO gaps. For radicals
like CH3, a restricted-open-shell scheme is employed. All
species in Figure 1, BH2CHBH2, and NH2CHNH2 in Figure S1
in the SI are all optimized with a planar symmetry constraint.
This is to emphasize their π interactions. Only qualitative
results are pursued for them.
The structures of each state of 16−20 are optimized at the

level of multireference Møller−Plesset perturbation (MRMP)
theory. Both nondynamical and dynamical electron correlations
are covered. We use a Slater-determinant-based perturbation
scheme for easy implementation. The conventional shifting
parameter of 0.02 EH

2 is introduced to avoid the intruder state
problem.107 Chemical core electrons are excluded from the
perturbation treatment. As the first step, all MRMP geometry
optimizations are performed with the highest symmetry of the
molecules (Table 1). We subsequently use time-dependent
DFT (TDDFT) to optimize structures for the S0’s, S1’s, and
T1’s and calculate their Hessians. No imaginary frequencies are
obtained, confirming that the symmetry constraints do not lead
to saddle point structures for those states. For the T2’s, we
distort the optimized structures slightly to have C1 symmetry
and reoptimize. Except 19, all species return to the previously
found structures. 19 turns out to have no symmetry for T2.
Another MRMP scheme, the general multiconfigurational

quasidegenerate perturbation theory (GMC-QDPT) developed
by Nakano et al.,108−110 is used to calculate excited state
energies, with the same treatments of core electrons and the
intruder states. For state-averaged MRMP calculations,
Granovsky’s zeroth order Hamiltonian is employed to generate
the zeroth order states that are subsequently perturbed.111

The accuracy of this MRMP scheme of optimization and
excited state energy calculation is promising. Using this scheme,
a 6π6e active space, and a state-specific manner, we calculate
the vertical E(S1) to be 4.49 ev (276 nm) for 3, in reasonable
agreement with the 4.61 eV (269 nm) experimental
absorption.64 The calculated value is improved to 4.70 eV
(264 nm) with an equally weighted state-averaged treatment
over S0 and S1. Note that both states transform as the same
irreducible representation (A′ of the Cs point group) and the
state-specific treatment cannot guarantee orthogonality be-
tween them. The underestimated vertical E(S1) = 4.49 eV
results from mixing some S0 component in S1. For 16−18, and
20, all related states are orthogonal by symmetry and state-
specific treatment is more accurate.
For the calculated properties of pentacene mentioned in the

text, please refer to ref 70 for computational details. All
calculations are done with the GAMESS-US quantum
chemistry program package.112,113 All orbital pictures are
prepared using the associated graphical software MacMolPlt.114

For further computational details, especially the choice of active
space in our MRMP calculations, please refer to Section S10 of
the SI.
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